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Highlights:  We continue to make good progress analysis of high brightness transport in bends and have identified a possible approach to compare simulations with the experimental results on the IR Upgrade.  We are also making good progress to getting systems ready for UV lasing later this summer though we had a delay in producing the required heater power supplies for high gradient.  We will try to run at 135 MeV next week.
Management:  We are working schedules with a goal of lasing in the UV in July.  

A significant fraction of the staff has found outside employment to help us balance our budget shortfalls this summer.  We are also encouraging folks to take advantage of the good weather for vacations.

JLab presented its Strategic Plan to DOE Office of Science this week.  Questions concerning support for FEL people in the absence of expected ONR support were a topic of discussion.

Efforts are underway to detail the JLAMP WBS for future costing.

We completed our internal self assessment of pressure vessel safety compliance at the FEL.  While procedures and documentation were generally in good shape a couple of areas for improvement were identified.

The CEBAF site held a hurricane readiness drill which FEL participated in.  We had a few areas where the performance could have been better such as computer crashes on the power outage which should have been covered by UPSs.
UV-FEL BPM System:  In the last two weeks the Data Acquisition and software for the UV-FEL system was completed.  The system is been tested in the lab now.   The system is made of one PXI-express chassis and ten DAQ boards with 8 channels on each board.

First of the new applications we made reads the Drive Laser parameters from the EPICS and uses that to configure the DAQ, configures and runs the DAQ and then made the data available for other applications.  The latency of this process is about 20 ms if the data are acquired with the maximum possible sampling rate for the duration of out 250 us long tune up beam macro-pulse.  This is 600 points for every channel.  The next application reads the data published by the previous process and using the calibration data of the BPM electronics calculates the beam position (X and Y), average beam current (Imean) and standard deviation for each of the three parameters from its mean values.  Such there are six values calculated for each BPM.  There are 20 BPM new BPMs in the UV-FEL line.  Then this application will send the 120 variables to the EPICS. This part has been programmed, and will be tested when we have the variables defined in EPICS.  We also will need to perform the calibration of all new BPM boards. The calibration application was made and tested as well.

Now, we keep refining and testing the calibration and adding new features. However, the DAQ and software parts of the system are ready for the beam operation or at least testing with the beam.

Electron Beam Transport: 

UV:
· Matt continues to oversee all fabrication and procurement of the UV wiggler region components.
· Jacob assembled the wiggler chamber viewer test assembly and the mechanism is currently being tested. 
· The wiggler chamber has arrived back from electron beam welding.  The chamber is currently being removed from fixturing to take deformation measurements.
Instrumentation and Control:  Progress continues with the testing of the UV BPM Electronics System.  The first control crate and control cards have been completed and bench tested.  We also tested the first set of electronics with the control crate and the data acquisition system successfully as well.  Currently we have two sets of electronics that will be characterized in order to develop the procedure for calibrating the remaining electronics.  The front and rear panels for the control cards have been ordered.  The second crate assembly is well underway and will be completed when the panels arrive. All BPM control cables have been terminated and checked for continuity.

The installed UV optical hardware is interlocked to the vacuum system, and has been running without issue.  Provisions are in place to add VPG2V00, VIP7F00, VIP7F00A, VIP7F00B, and VIP7F00C when they are installed, and to bring the associated valves on line. VBVhA2V00A and VBV2V00C have both been opened while interlocked with no issue.  PLC read backs have been verified via the expert screen.  MPS read backs for the installed valves have also been verified via the expert screen, and are labeled accordingly. UV Vacuum screens for the 7F and 2V region were created using the 6F screen as a guideline.  Added signals VIP7F00, VIP7F00A, VIP7F00B, and VIP7F00C as well as the beam valve VBV7F00 onto the 7F screen.  For the 2V screen, signals VIP2V00 through VIP2V00H were added as well as convectron gauge and beam valve signals.

Work on the UV mirror controls continues.  Prep for testing of the mirrors was done this week.  The controls for translating the mirrors were connected and a test of conditioning movement was attempted.  A problem with the translation software was found and will have to be fixed before another attempt is made.  Continued to terminate and check optical cavity control cables, over half have been checked for continuity and approved. 

Began adding Box Supply signals to other regions in the Alarm Handler (0F had previously been completed).  Also, the Vacuum Cathode Gauge (VCP) and Beam Valve VBV signals were added to all other regions. 
The block system diagram, wiring diagram and associated spreadsheet for the Cryomodule Heater Control system were completed this week.  Power cables were pulled and dressed in, awaiting termination.  Population of the Heater Control rack hardware is now complete.
Optics:  This week we worked on installing the water lines used for cooling the UV HR and OC vessels.  This includes installing flow meters, temperature rtd's and needle valves.  Preparations were made for the installation of the insertable power dump and diagnostic mirrors.  Progress on the Ring Resonator is ongoing. The assembly of the second ultraviewer is underway as are the models and drawings of the optical vessels.  We had a little setback with the UV transport optics.  The vendor had ordered and coated the wrong grade for the substrate and none of the optics meets specifications.  We have sent them an email with several options but have not heard back from them.
Lasers and Optical Diagnostics:  This week we prepared for installation of the UV diagnostic hutch in the FEL vault, making sure we have the necessary optical equipment and tools to begin installation next week.  We prepared the extra parts for the new shutter scheme tested last week and are finalizing the configuration.  Time has also been spent on the technical requirements and X-ray optics required by the JLAMP.  We started studying details for a drive laser project with injector group. 
IR/UV Upgrade Beam Dynamics:  A version of the machine model spreadsheet has been built for the UV system. It now (finally!) includes the full 6-d sigma matrix so as to capture transverse/longitudinal coupling and allow use of spot size measurements in dispersed locations and bunch length measurements at the Happek to evaluate the longitudinal emittance. 

JTO System Efficiency :  We have received clearance to present a talk on compact, wall-plug-efficient FELs at the DEPS meeting week after next; we will discuss results from the previous two year study. 

A status report and SOW for follow-on funding have been submitted. 

JLAMP:  Work continues on the accelerator design, with a transport design layout of the 1st/3rd recirculation arc underway.  Project planning documentation has been submitted.  A portion of this planning involves the beam dynamics analysis effort required to evaluate the anticipated system performance; recent ERL workshops (2005, 7, 9) have highlighted the extent to which collective effects such as BBU, wakefields, resistive wall, space charge, and CSR can degrade beam quality in modern, cutting-edge systems.  We were - thus somewhat entertainingly - reminded that none of this is new territory when we uncovered a copy of a Reference Design Report for a "High-Power Ultraviolet and Infrared Free-Electron Laser For Industrial Processing" from "The Laser Processing Consortium", dated May 1994 and noted that the authors (Benesch, Benson, Bisognano, et al) included an extensive collective effects analysis, treating BBU, wakes, resistive wall, space charge, CSR... the same evil brew that now worries the broader ERL community!  This provides considerable reassurance that the community has the knowledge base required to generate and evaluate the design of a JLAMP-class system.
Terahertz:  This week, we have been catching up on things after having been away at the AAS Meeting the previous week.  Our primary focus has been to design and prepare for our scheduled beamtime next week for testing the spectral transmission of the diamond anvil cell (DAC) to be used for the extreme high pressure experiments.
Lab 5:  Raja has completed his measurements on the polystyrene targets to characterize the ablation threshold from the exposure tests we had performed with the users from Vanderbilt.  He has prepared a document outlining all of his measurements and we are in the process of reviewing those results.
Following those measurements, Raja is now resuming his preparations for the next laser nitriding run.  Due to a limited number of pure Nb targets, he is mechanically and chemically grinding and polishing several of the targets that have already been laser treated but did not produce useful surface modifications.  The intention is to remove any nitrided surface layer from these previously treated targets and reproduce a clean pure Nb surface for another set of nitriding tests.







